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ABSTRACT 
 
In this work we propose a new method for designing 
modulo 2n+1 multipliers for diminished-1 operands. Our 
multipliers compared to the already known tree 
architecture offer enhanced operation speed for the 
majority of n values, with similar area complexities. They 
also have very regular structure, and can be pipelined at 
the full-adder level.                
 
 

1. INTRODUCTION 
 

Arithmetic modulo A, where A is a positive integer, 
has been used extensively in digital computing systems. 

Especially multiplication modulo 12 +n  is used in many 
applications.  

Specialized processors, based on the Residue 
Number System (RNS) [1], [2], is a first application field. 

RNS based on moduli of the form 12212 +− nnn    ,  ,  

have received significant attention because they offer 
very efficient circuits in the area x time2 product sense 
[3]. Addition or multiplication in such systems is 
performed using three independent channels, that are a 

modulo 12 −n , a modulo n2  and a modulo 12 +n  adder 
or multiplier respectively.  

Modulo 12 +n  multiplication finds also applicability 
in pseudorandom number generation [4], in cryptography 
algorithms that use modulo exponentiation [5] and in the 
Fermat number transform, which is used effectively to 
compute convolutions without round off errors [10]. In 
all above applications high-speed data rates can be 
greatly appreciated; therefore efficient implementati-ons 

of modulo 12 +n  multiplication are welcome.   

In order to speed up the modulo 12 +n  arithmetic 
operations the diminished-1 representation of binary 
numbers was introduced in [6]. In this representation a 

number [ )120 +∈ n,,A  is represented by 11 −=− AA , 
while zero is handled separately. Since the diminished-1 
representation requires n bits, the arithmetic circuits are 
more efficient than their corresponding circuits for 
regular (non-diminished) operands.   

Efficient carry look ahead and totally parallel-prefix 

modulo 12 +n  adders for diminished-1 operands, which 

operate as fast as the corresponding modulo n2  and 

12 −n  adders have been proposed in [7], while Select-
Prefix adders suitable for wide operands have been 
proposed in [8].  

Modulo 12 +n  multiplier architectures for 
dimimished-1 operands based on a Wallace tree have 
been proposed in [9].  The delay of the multiplication for 
wide operands is improved using the diminished-1 

modified Booth modulo 12 +n  multipliers proposed in 
[10].  

For improving the throughput of the multipliers, 
synchronizing elements may be inserted, leading to a 
pipelined design. This technique can be applied 
effectively to the multipliers proposed in [10] but not to 
the modified Booth multipliers, since the hardware 
overhead required is very large. Therefore, the design of 

more time efficient modulo 12 +n  multipliers, which can 
be pipelined efficiently at the full-adder level, is an 
attractive problem.      

In the present work we propose new tree modulo 

12 +n  multiplier architectures, which for the majority of 
the values of n, operate faster than those proposed in [9]. 
They also offer a very regular structure, maintain low 
hardware cost and can easily be pipelined at the full adder 
level.   
 
 

2. MODULO 2N+1 MULTIPLIERS 
 

Let A , B  be two ( )1+n -bit numbers, 

[ )120 +∈ n,B,A , and 01211 aaaaA nn K−−− = , 

01211 bbbbB nn K−−− =  their diminished-1 binary 

representations. Hereafter, the modulo Y  residue of X  
will be denoted as 

Y
X . If  

12 +
⋅= nBAQ  is the product 

of A, B modulo 12 +n , its diminished-1 representation is: 
( )( ) 1111

12111 −++=−=
+−−− nBAQQ =    

= 11
121111 −+++
+−−−− nBABA  = 

=
121111 +−−−− ++ nBABA   
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or =−1Q  
12111211 +−−+−− ++

nn BABA .     

The product 11 −− BA  modulo 12 +n  can be 

computed as follows:  

1+n21-1- BA = 

12
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Since, for z in {0, 1}    

12 +nz -  = 
12
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we have 
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Relation (1) means that each partial product term jiba  

with nji >+  is complemented and shifted to the 

position with weight n
ji+

2  introducing a correction 

factor n
jin +

22 .  
Since the second partial product introduces a 

correction factor of n220 , the third a correction factor of 

( ) ( ) nn 212222 310 −=+  and so on up to the   n-th partial 

product which introduces a correction factor of 

( ) nn... 2222 210 −+++ = = ( ) nn 212 1 −− .  
The total correction factor required is 

 

( ) ( )( ) nn n... 2122212 22 −−++++ − = 

= ( ) ( )( ) nn n 2122 −−− = 

= ( ) nn n 212 −− . (2) 
The addition of the derived operands in a modulo 

12 +n  fashion can be performed by either a 
( )−+1n stage Carry Save Adder (CSA) array or a 
Wallace tree, until a Carry and Sum vector pair is 
reached. 

It is well known that the addition of the partial 
products produced by the conventional multiplication 
algorithm is speeded up using   a Wallace tree, resulting 
however to irregular architectures. As we will exemplify 
later, in our case the Wallace tree is highly regular. 

The carries with weight n2 , generated by the partial 

products’ modulo 12 +n  addition, according to: 

 
121212

22
+++

+=−=
nnn i

n
i

n
i ccc ,  

are complemented and added in an end-around carry 
fashion to the least significant bit position of the next 
stage. The correction factor introduced in this case is : 

 ( ) nn 21+  (3) 
Therefore, according to relations (2) and (3) the total 

correction required is    

( ) ( )

122

21212
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According to the above analysis, the product 1−Q  is 
computed according to the following relation 

,CORBAxQ
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1−COR  is the diminished-1 representation of the total 

correction. In modulo 12 +n  arithmetic 1−COR  is the n-

bit vector 0000K . Therefore, the stage of full adders 
(FA) accepting this operand can be simplified to a stage 
of half adders (HA).  

The Sum and Carry vector pairs that result from the 
Wallace tree are finally added using a modulo 2n+1 adder 
for diminished-1 operands  [7], [8].  

The proposed design methodology is exemplified in 
the following.  
 
Example. For the modulo 17 multiplication according to 
our methodology the following operands are derived:  

0000

2222

0123

0123

31323330

22232021

13101112

00010203

0123

bbbb

aaaa

babababa

babababa

babababa

babababa

 

 
An implementation of the modulo 17 multiplier 

based on a Wallace tree for addition the operands is 
shown in Figure 1. The small circles on the carry output 
of the adders represent a complemented carry output. It is 
evident that the derived tree multiplier has a very regular 
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structure, which can be easily pipelined up to the FA 
level. The final adder is implemented in a parallel-prefix 
form [7] and can also be pipelined.  

 

FA FA FA

FAFA FA FA

FA

HA

03ba
12ba

21ba

30ba 3a 3b

FA

FA

FA

FA

02ba 11ba
20ba

2a 2b

FA FA

FA FA

HA HA HA

01ba 10ba
00ba 13ba

1a 1b 0a 0b

modulo 17 adder

22ba

31ba32ba33ba

23ba

 
 

Figure 1. Proposed modulo 17 multiplier for diminished-1 
operands 

 
 

3. COMPARISONS 
 

In this section we compare the proposed multipliers 
against those of [9] in terms of both delay and area. Our 
comparisons are based on the commonly used unit-gate 
model [11]. In this model the 2-input monotonic gates 
(NAND, AND, etc) count as one equivalent for both area 
and delay, while an XOR/XNOR gate as 2 equivalents for 
both area and delay. A full adder has an area and delay 
complexity of 7 and 4 equivalents respectively, while 
those of a half adder are 3 and 2 respectively. This model 
is realistic for the compared designs since they both have 
limited fanout. 

For the most efficient implementation of the 
multiplication algorithm proposed in [9], the n partial 
products are added by a Wallace tree. The resulting sum 
and carry vectors are added along with the operand 

( )  011121111 zzz... nlog K−−  in a CSA. ( )  01112
zzz nlog K−−  

is the number of zeros in the n-1 most significant bits of 
the operand B and are computed by a 

( ) ( )11 2 −− nlog,n  parallel counter [12]. 

The above addition operations require 
( ) ( ) 19 += nSTnST ][  full adder stages, where ( )nST  is 

given in Table 1 taken from [9]. The full adders of the 
CSA, which have one of their inputs set to logic 1, are 

simplified in our comparisons in modules implementing 

the functions iii bac += , iii bas ⊕= . Their 
complexity is considered equivalent to that of the half 
adder.  
 

Table 1. FA stages in a Wallace tree as a function 
                   of added operands 
 

Number of operands  
N 

Number of FA stages 
ST 

4 2 
5 ≤ N ≤ 6 3 
7 ≤ N ≤ 9 4 

10 ≤ N ≤ 13 5 
14 ≤ N ≤ 19 6 
20≤ N ≤ 28 7 
29 ≤ N ≤ 42 8 
43 ≤ N ≤ 63 9 
63 ≤ N ≤ 94 10 

 
The final adder of the multipliers proposed in [9], is 

a modulo 12 +n  adder with its carry input set to logic 1. 
We consider that this is implemented as a stage of n half 

adders, followed by a fast modulo 12 +n  adder [7, 8]. 
This implementation has a complexity equivalent to the 
last two stages of the proposed design.  

We also note that one of the partial products 
introduced by the algorithm in [9] is derived using two 
gate levels. If n is a multiple of 3, this introduced 
additional gate level delay cannot be eliminated, by 
driving this partial product to the second full adder stage.  

According to the above analysis the delay of the 
modulo multipliers of [9] is  

 
( ) ( ) ( )nPA][][ TnSTDnT ++= 99 4 , 

where 




=
≠

=
knif

knif
D

34

33
, and  

( )nPAT  is the delay of the final adder. 

The delay of the proposed in this work modulo 
multipliers is easily computed as   

( ) ( ) ( )nPAPROPPROP TnSTnT ++= 43 ,  

where ( )nSTPROP  is the number of full adder stages in 

our design estimated according to Table 1 as ( )nSTPROP  

= ( )2+nST . Table 2 gives the full adder stages and the 

corresponding gate levels of our architecture compared to 
those of [9].  

From the above we conclude that our design is 
implemented with 5, 4 or 1 gate level less, for the 
majority of the values of n.   

The area complexity of the multipliers in [9] is      

( )  ( ) ( )nPAnc][ AAnlognnA ++−+−= −1
2

9 1468 , where 

( )1−ncA  is the area of the ( ) ( )11 −− nlog,n  parallel 

counter and ( )nPAA  the area of the final adder. 
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Table 2. Comparison of full adder stages  
 

[9] Proposed 
N FA 

stages 
Gate 
levels 

FA 
stages 

Gate 
levels 

4 3 12 3 12 
5, 6 4 16 4 16 

7 5 20 4 16 
8, 9 5 20 5 20 

10,11 6 24 5 20 
12,13 6 24 6 24 

14 ≤ n ≤ 17 7 28 6 24 
18,19 7 28 7 28 

20≤ n ≤ 26 8 32 7 28 
27,28 8 32 8 32 

29 ≤ n ≤ 40 9 36 8 32 
41, 42 9 36 9 36 

43 ≤ n ≤ 61 10  40 9 36 
62,63 10 40 10 40 

64 11 44 10 40 
 
The area complexity of the proposed design is  

( )nPAPROP AnnA ++= 38 2  

According to Table 3, which gives the area of our 
architecture compared to that of [9] for representative 
values of n, the proposed design has area complexity 
close to that of  [9].  

 
Table 3. Multiplier area estimation 

 
n [9] Proposed 
8 504+APA(8) 536+APA(8) 

16 2045+APA(16) 2096+APA(16) 
32 8202+APA(32) 8288+ APA(32) 
64 32807+APA(64) 32957+APA(64) 

 
 

4. CONCLUSIONS 
 

We have proposed a new methodology for designing 

diminished-1 modulo 12 +n  multipliers. Compared to an 
earlier design, the proposed multipliers are faster in the 
majority of the values of n. In parallel they maintain low 
hardware complexity and can be pipelined efficiently at 
the full-adder level. 
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