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Networks-on-Chip With Double-Data-Rate Links
Anastasios Psarras, Savvas Moisidis, Chrysostomos Nicopoulos, and Giorgos Dimitrakopoulos

Abstract— The need for higher throughput and lower
communication latency in modern networks-on-chip (NoC) has
led to low- and high-radix topologies that exploit the speed
provided by on-chip wires–after appropriate wire engineering–
to transfer flits over longer distances in a single clock cycle.
In this paper, motivated by the same principle of fast link
traversal, we propose the RapidLink NoC architecture, which
exploits said speed to rapidly transfer flits between adjacent
routers using double-data-rate (DDR) link traversals. RapidLink
is enhanced with novel low-cost DDR elastic buffers that pipeline
link traversal (when needed) to multiple flow-controlled half-
cycle segments, whereby each segment is driven with data
on both the positive and negative edges of the clock. DDR
link traversal leads to multiple NoC configurations that can
markedly increase network performance without increasing the
area/power cost of the NoC relative to state-of-the-art single-data-
rate architectures. Extensive cycle-accurate network simulations
and hardware implementation results demonstrate the efficiency
of RapidLink and its potential as a scalable NoC architecture.

Index Terms— Network-on-chip, double data rate, elastic
buffers.

I. INTRODUCTION

NETWORKS-on-Chip (NoC) have been established
as the dominant communication backbone in multi-

core environments, primarily due to their innate scalability
attributes. In modern scaled systems that add extra Intellectual
Property (IP) cores in each generation, the effective network
throughput per core decreases (due to elevated cross traffic),
while the average source-to-destination hop count
increases (due to increasing network diameter). To sustain
scalability into the many-core realm, it is imperative to
provide NoC architectures with higher throughput and lower
latency, without incurring any power/area penalties.

Overcoming NoC scalability limitations has led to either
high-radix networks [1]–[3] with long connecting links and
complex routers, or to networks that allow flits to tra-
verse multiple network hops of shorter wires in a single
clock cycle (through router bypassing) [4], [5]. The effec-
tiveness of the aforementioned solutions relies on two key
attributes: (a) on their fundamental property of fast link tra-
versal, i.e., transferring flits over longer distances in a single
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clock cycle; and (b) on the adoption of highly efficient
pipelined router organizations [6], [7] that also include fine-
grained pipeline-stage-bypassing capabilities [8], thus effec-
tively reducing packet latency and increasing packet delivery
rate.

Fast link traversal, although possible for reasonable link
lengths, cannot be achieved at high clock frequencies, without
appropriate wire engineering [9], [10], i.e., (a) promoting
NoC links to upper metal layers, (b) increasing the wire
spacing, or using wire shielding, and (c) using across-wire
repeaters. Such design decisions fit well within the NoC’s
physical properties, since the NoC links are mostly routed
using intermediate metal layers that are neither too resistive,
nor too dense. This is a natural choice since metal layers
reserved for local routing are used by the processing cores
and their caches, while the top metal layers (with significantly
lower resistance) are primarily occupied by power and clock
signals [1], [11], [12]. As measured in [1], and used in a real
prototype at 32 nm, the wire delay of the group of metal layers
used for NoC links ranges from 60 to 300 ps/mm, depending
on repeater placement and wire spacing.

Similar results have been shown by a variety of real proto-
types. For example, IBM has shown that, with appropriate wire
spacing and metal layer selection, wires can cross distances
of up to 2.7 mm in 210 ps at 45 nm [13], while, at the same
technology node, Intel drives a wire of 5.4 mm in 270 ps [7].
Recently, SMART [4], [14] was demonstrated to traverse
16 mm of wire (16 hops of 1 mm each) at 1 GHz, by utilizing
1-mm-spaced repeaters and 3× larger wire spacing than the
minimum allowed. This translates into crossing 4 mm in less
than 250 ps. Similarly, NoCs designed recently with high-radix
routers assume repeated wire delays of 66 ps/mm, which are
used to cross 5.4 mm long links in a single cycle [2].

All aforementioned approaches are mostly applicable to
tile-based Chip Multi-Processors (CMP), whereby the system
comprises a number of identically-sized logic blocks, called
tiles, organized in a regular 2D layout [15]. Since the overall
size of a CMP die tends to remain constant across different
processor generations (due to yield and cost issues), any
increase in the number of on-chip tiles is inevitably accompa-
nied by a corresponding decrease in the size of each tile, which
translates to scaled-down inter-tile link distances. This effect is
illustrated in Fig. 1, which highlights the decreasing length of
the network links, as CMP cores scale from 16 to 64. Hence,
achieving fast wire traversal speeds in scaled-down links
(i.e., wire lengths that scale down as a result of decreasing
tile dimensions) is more easily attainable, after also taking
into account the fact that clock frequencies are only mod-
estly increasing to keep power consumption under control.
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Fig. 1. Under equal die size, as the number of tiles increases,
the inter-tile link length decreases. This is illustrated here by comparing a
16-core CMP (left) to a 64-core CMP (right).

On the contrary, it becomes increasingly difficult to sustain
single-cycle Link Traversal (LT) for general-purpose – and
primarily heterogeneous – Multi-Processor Systems-on-
Chip (MPSoC), with irregular physical layout and longer links.

Hence, we need a method that can leverage fast wire
traversal for increased performance on both (a) scaled-down
link lengths, when dealing with tiled CMPs, and (b) on longer
links, where the link delay cannot fit inside one clock cycle.

To achieve this goal, we exploit an inherent idiosyncrasy
of NoC architectures to expose a new design opportunity
that can embrace both scalability flavors. Specifically, we har-
ness the intrinsic asymmetry between the intra- and inter-
router delays encountered in modern multi-core systems.
For reasonable inter-router distances of up to a few mil-
limeters, the delay of LT is substantially shorter than the
delay of the routers.Currently, the fastest state-of-the-art NoC
routers for 2D meshes exhibit intra-router delays ranging from
600 ps to 1000 ps [1], [4], [7], when measured at voltages of
around 0.8 V, i.e., more than 2× longer than the typical inter-
tile link delay for scaled tile dimensions.

Rather than using the fast link traversal to cover longer
distances in a given cycle, the proposed RapidLink archi-
tecture exploits said speed to rapidly transfer flits between
adjacent routers connected with links of reasonable length
in half a clock cycle and utilizes both edges of the clock
during the sending and receiving of flits. As a result, each
upstream/downstream router pair benefits from Double-Data-
Rate (DDR) transfers, whereby two flits can be sent/received
per clock cycle. Half-cycle single-data-rate link traversal has
been exploited in the past for low power in [16], and for
maximizing timing safety [17], [18].

In RapidLink, the original clock frequency of the NoC is
unaffected, and the NoC routers do not need to run any faster
than their normal operating frequency. The only constraint is
that the Link Traversal (LT) delay cannot exceed one half of
the delay of the router, which – as previously mentioned – is
feasible for small/medium wire lengths, after appropriate wire
engineering. However, RapidLink can also handle the cases
where the link delay cannot fit within half of a clock cycle.
In those cases, RapidLink “fragments” the link into multiple
DDR half-cycle segments using newly introduced novel DDR
Dual-Stream Elastic Buffers (DS-EBs). Said elastic buffers
act as flow-controlled DDR pipeline registers. In this way,
the benefits of DDR link traversal can be reaped by any NoC
design, even those with long wires and increased link delays.

Fig. 2. A high-level overview of the organization of a Network-on-Chip with
Single- and Double-Data-Rate links. The proposed RapidLink architecture
enables DDR inter-router transfers on links of any length.

The RapidLink architecture and the new DDR DS-EBs
are exploited to provide multiple NoC configurations that
can be applied to NoC designs supporting Virtual Chan-
nels (VC), or to simplified single-stream (aka wormhole)
NoC designs. In all cases, the adoption of RapidLink can
markedly increase throughput with substantially lower power
consumption as verified by extensive cycle-accurate network
simulations, and detailed hardware analysis using placed-and-
routed designs at 45 nm technology.

The rest of the paper is organized as follows: Section II
presents RapidLink, and the design of the novel low-cost DDR
DS-EBs. Section III describes how RapidLink (an inherently
dual-stream architecture) can handle a single-stream NoC
configuration, while Section IV presents the experimental
results. Finally, conclusions are drawn in Section V.

II. RAPIDLINK NoCs WITH DDR LINKS

Traditional NoC design assumes – at each node of the
network – a single router that operates in a single cycle, or in
multiple cycles (when its operation is pipelined) [19].
Typically, the transfer of flits across routers takes one full
cycle, as depicted at the top right of Fig. 2. In the presence of
longer links, link traversal may remain at one full cycle, after
aggressive wire engineering, or it may be split into multiple
cycles, using pipelining [20], for maximum safety.

RapidLink aims at providing Double-Data-Rate transmis-
sions on the NoC links without constraining the delay of
router traversal, which should remain a full-cycle operation.
When the NoC links operate in DDR mode, it means that
the sender and the receiver on each link should be able
to send and receive flits at both the positive and negative
edges of the clock. To enable this operation, the NoC routers
can provide two separate send/receive paths to each inter-
router link, where each path carries a separate stream (flow)
of data. With RapidLink, these two separate streams (data
flows) can be transferred in a time-multiplexed manner across
the same inter-router link in DDR mode; one stream would
“ride” the positive phase of the clock, while the other stream
would “ride” the negative phase. This organization is abstractly
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Fig. 3. RapidLink employs two full-cycle routers and DDR half-cycle links.
Each node consists of two W -bit wormhole (i.e., single-stream) sub-routers
that serve separate network streams (e.g., request and response message
classes), and they time-share a W -bit link using both edges of the clock.

illustrated in Fig. 2, where a pair of sub-routers per node drive
a DDR link. Data may reach the next node in one half-cycle of
the clock, or after 2 (or more) half-cycles, when the link needs
to be pipelined for timing closure. The detailed operations of
RapidLink and all its constituent parts are explained below.

A. RapidLink With DDR Half-Cycle Links

Each router in the baseline RapidLink architecture con-
sists of two full-cycle wormhole sub-routers of W -bits each,
as depicted in Fig. 3. The output of the two sub-routers is time-
shared on a W -bit inter-router link using both edges of the
clock. For half a clock period (e.g., during the positive phase
of the clock), the link is traversed by flits of sub-router 0, while
during the other half of the clock period (e.g., the negative
phase), flits of sub-router 1 use the link. The two sub-routers
operate locally on opposite clock edges and they connect to
sub-routers with opposite clock edges downstream, due to the
half-cycle link traversal.

The output data of each sub-router is fed into a shared
Double-Edge Triggered (DET) register. Each DET register
consists of two latches placed in parallel, which are enabled
on opposite phases of the clock, and an output multiplexer
driven by the clock signal [21]. Thus, DET registers incur mar-
ginal overhead, as compared to generic single-edge-triggered
registers, which are also built using two latches (master and
slave latches placed in series). The clock signal driving the
multiplexer of the DET register is appropriately gated when
no new valid flits arrive from any of the sub-routers, thus
preventing unnecessary switching activity on the DDR link.

Fig. 3 also illustrates the activity on the link, as flits flow
from routers A0/B0 to routers A1/B1. On the positive edge of
cycle 0, flit ‘h0’ enters router A0, while, on the negative edge
of the same cycle, the ‘h1’ flit is written in the input buffer of
router B0. On the next positive edge (cycle 1), the A0 latch
stores flit ‘h0,’ which has completed a whole cycle inside the
router and moves directly to the link. Half a cycle later, the flit
reaches router A1 and is captured on the positive clock edge.

At the same time, ‘h1’ appears on the link, and the same
pattern continues in the following cycles.

By construction, RapidLink serves two streams of data
that traverse the network in a time-multiplexed fashion using
distinct sub-routers of alternating clock edges. Thus, effec-
tively, RapidLink implements two distinct sub-networks that
remain in isolation, i.e., moving data from the first sub-
network to the second sub-network is impossible, due to
the physical separation imposed by clock-edge interleaving.
Equivalently, this organization resembles a NoC with two
Virtual Channels (VCs), where the multiplexing of the flits of
each VC is statically determined by the phases of the clock,
and exchanging traffic across VCs (i.e., allowing the packet of
one VC to transfer to another VC) is not possible.1

Therefore, the effectiveness and the hardware complexity
of RapidLink should be judged relative to a network that
hosts two VCs in one network and comprises VC-based
routers (supporting 2 VCs) with inputs and outputs of W
bits. The combined area/power budget of the two sub-networks
of RapidLink (i.e., two sub-routers per node) is expected to
be lower – or equal to – the area/power of a network that
supports two VCs. This property is attributed to the fact that
the two sub-routers of RapidLink are both faster – due to the
simplification of parts of the allocation and multiplexing logic
– and more area-efficient under equal delay.

B. RapidLink With Pipelined Half-Cycle links Using
Dual-Stream Elastic Buffers (DS-EB)

The data that travels on the DDR link should reach the
next router in one half of a clock cycle. This requirement can,
perhaps, be satisfied in scaled tiled CMPs, after appropriate
wire engineering. However, in the general case, fast wire
traversal may not always be possible. In such cases, the link
should be pipelined using dual-edge triggered registers [22],
thereby splitting the link into multiple half-cycle LT steps.
Instead of adding mere pipeline registers, we propose a new
approach. For the first time – to the best of our knowledge –
we propose the use of DDR elastic buffers, similar in vein to
traditional single-stream, single-data-rate EBs [23]–[25]. The
newly proposed DDR Dual-Stream Elastic Buffers (DS-EB)
can both (a) split the timing paths on the link, and (b) enable
the flow-controlled transfer of data across routers, effectively
converting the pipelined channel into a distributed DDR FIFO
queue.

The proposed DDR DS-EB replaces the DET flip-flop at
the sub-routers’ outputs, in order to control the data flowing
through the two streams. It operates under a minimal elastic
protocol and can be used in a plug-and-play manner to pipeline
the DDR link (e.g., to meet timing constraints) in any number
of buffered stages. As shown in Fig. 4, each dual-stream DDR
link consists of a data bus and two pairs of handshaking
signals (one for each stream), which control data transmissions
occurring at the positive and negative levels of the clock. For
each stream, a forward valid signal indicates whether the data

1Completely separating the traffic of different VCs is a useful property in
NoCs when VCs are used to implement different message classes that need
to remain separate (e.g., request/response traffic).
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Fig. 4. The organization of the proposed DDR DS-EB (upper part) and its
integration at the output of a RapidLink pair of sub-routers (lower part).

bus contains valid data, while the backward ready is used by
the receiver to indicate when it is ready to accept new data.
Whenever valid and ready are asserted, data transmission was
successful during that phase of the clock; in all other cases,
no transfer occurred.

The organization of the elastic buffer, seen in the upper part
of Fig. 4, uses two independently-enabled data latches, latches
for the valid bits, and a multiplexer controlled by the clock
signal. Each latch captures the data sent by the two opposite-
clock-edged sub-routers. The two latches of each stream are
controlled by one more latch that captures the backward ready
signal, generated by the input buffer of the downstream router
to indicate buffer availability. The latched ready bit acts as
an enable signal for the data and valid latches, retaining
data whenever the receiving buffer could not capture the last
transfer (or, if no transfer occurred in the previous cycle). Note
that the receiving sub-router will capture the arriving data on
the opposite clock edge and, thus, the backward ready signal is
captured by a latch enabled by an opposite clock level relative
to the corresponding valid and data bits.

The operation of the DDR DS-EB is demonstrated in the
running example of Figure 5, which illustrates the cycle-by-
cycle activity of a DDR flow-controlled link between two
nodes. Two streams P and N are multiplexed on the DDR link.
During the first cycle, neither of the two streams is utilizing
the DDR link, as both valid signals are low. Flit ‘P1’ appears
in the first cycle at the output of the positive-edged sub-
router and reaches the link during the following positive clock
phase (p_valid is asserted). The transfer of flit ‘P1’ was
successful, since p_ready was sampled high on the previous
falling edge of the clock. During the negative clock phase,
flit ‘N1’ is sent through the link and flit ‘P2’ is transferred
during the following positive clock phase. However, in the
next negative phase, the link remains idle, since n_valid
is de-asserted. Next, the transfer for the positive stream fails
(flit ‘P3’), since the receiver’s p_ready was de-asserted on

Fig. 5. Cycle-by-cycle activity of the flow-controlled DDR link. The two data
streams P and N are sharing the DDR link in alternating clock phases, and
their transfers are controlled by the corresponding ready and valid handshake.

Fig. 6. Multiple DDR DS-EBs may be placed in series – acting as a
distributed DDR FIFO – to pipeline the DDR link. Neighboring DS-EBs
should be driven by alternating clock phases.

the previous falling clock edge. Therefore, the latched ready
signal of the DS-EB is preventing the valid and data latches
of the P stream to be updated; otherwise, the stored flit (‘P3’)
would be overwritten by the incoming flit (‘P4’). In the
negative clock phase, flit ‘P3’ cannot retry its transmission,
since this phase is reserved for stream N, and the link remains
idle again. Finally, as the clock phase switches, stream P
is allowed to retry (p_ready is high) and ‘P3’ is actually
transferred successfully.

The DDR link can be pipelined by placing multiple
DS-EBs in series, as depicted in Fig. 6. To achieve half-cycle
traversal across each link segment, and full throughput DDR
transmission, consecutive DS-EBs should use alternate clock
phases.

C. Integrating RapidLink With Single-Data-Rate
Network Interfaces

In RapidLink, the DDR operation of the NoC links does not
affect the full-cycle (single-edge) operation of the NoC routers,
nor the Network Interfaces (NIs). Each NI can safely assume
an injection/ejection throughput of at most 1 flit/full-cycle/NI,
as in any single-edge-triggered baseline NoC. Although this
feature simplifies RapidLink’s integration, since no NI mod-
ifications are required, it introduces a data rate mismatch
between the NIs and the DDR operation of the NoC links.
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Fig. 7. (a) The SDR2DDR bridge for stream merging (at the injection point),
and (b) the DDR2SDR bridge for stream splitting (at the ejection point). Both
bridges connect RapidLink’s DDR inputs and outputs to single-rate network
sources and sinks, respectively, which can handle messages from two distinct
streams (flows).

To interface between the two domains with different data rates,
while preserving RapidLink’s ease of integration, we provide
two lightweight bridge modules that act as “glue logic”
between the injection and ejection points of the network.

Fig. 7 illustrates the architecture of the bridges used at the
injection and ejection points of the network. At the injection
points, we should merge two independently flow-controlled
data streams that operate on their own ready/valid handshake –
driven on the positive clock edge – to a dual-stream DDR
interface. Merging is performed by the SDR2DDR bridge,
as illustrated in Fig. 7(a). The injected flits are first buffered
into one of the positive-edge-trigerred elastic buffers, depend-
ing on the stream they belong to. From there, they move to
the DDR DS-EB that will guide them to the appropriate sub-
router of the network, through a multiplexer that is controlled
by the phase of clock. In order for the handshake signals to be
sampled properly, the n_ready signal of the DDR DS-EB is
re-timed before being transferred to the positive-edge-triggered
EB of the injection interface.

At the ejection points, we need to perform the opposite
operation and split the two data streams coming out of
RapidLink on opposite clock edges, to two independently
flow-controlled streams that operate on a single clock edge.
This splitting is performed by the DDR2SDR bridge, shown
in Fig. 7(b), which de-multiplexes the DDR stream back to
two separate singe-data-rate streams by placing the flits ejected
from the network into two parallel positive-edge-trigerred EBs.
The positive-edge-trigerred EBs capture data only once per
clock cycle, while the DDR input provides new data twice per
clock cycle. Therefore, one data item per clock cycle will be
lost and not captured by any of the two EBs. To resolve this
issue, we add a re-timing stage for data and p_valid bits,
in order for the data of the P stream to wait safely for the
next positive clock edge, and not be overwritten by the new
data of the N stream that appears in the middle of the cycle.
Finally, once the two streams are separated at the output of

Fig. 8. The RapidLink organization supporting a total of V = 4 VCs.
Multiple DS-EBs are placed in parallel at the output of the RapidLink
sub-routers to support V/2 VCs per clock-phase.

the DDR2SDR bridge, they need to arbitrate to gain access to
the exit of the network.

D. Supporting Multiple VCs

The baseline RapidLink design supports the transfer of two
independent data streams flowing in separate sub-networks,
each one synthesized using simplified wormhole sub-routers,
i.e., routers without VC support. Nevertheless, the baseline
architecture can be extended to support more than two flows,
either for implementing more complex protocols that require
more than two separate message classes, or to increase
performance.

RapidLink can support V VCs in total, by assigning half
of them to each sub-network. A network node consists of two
sub-routers, each one hosting V/2 VCs, as shown in Fig. 8, for
the case of a 4-VC configuration. In each clock cycle, at most
one flit may appear at each sub-router output, according to
typical VC-based router architectures [19]. When a flit tries
to reach the output, it is stored into one of the V/2 DS-EBs
that are placed in parallel at every output port. A one-hot valid
vector encodes the flit’s VC id, indicating the DS-EB where
the flit will be stored. For the 4-VC configuration of Fig. 8,
each sub-router serves 2 VCs, providing 2-bit valid outputs to
the 2 DDR DS-EBs.

Driving the flow-controlled DDR link with only one flit per
clock phase is accomplished by arbitrating and multiplexing
among the DS-EBs that currently host valid flits [26]. Two
V/2-input arbiters serve the two streams and determine which
one of the V/2 VCs can use the link during the positive
and negative clock phases, respectively. Arbiter requests are
only made by the VCs whose associated DS-EB valid bits
are asserted. As shown in Fig. 8, the select signal of the
data multiplexer used to drive the link is the corresponding
arbiter’s grant, depending on the current phase of the clock.
Data reaches the receiver, along with a one-hot valid vector
per stream that indicates the input VC buffer where the
flit must be stored within the downstream router. Similarly,
each downstream sub-router generates a V/2 ready vector to
indicate buffer availability of each VC buffer. At the end of the
active clock phase, if the granted VC’s incoming ready signal
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was asserted, the transmission was successful. Otherwise,
the stream can retry in its next clock phase.

Supporting multiple VCs (say V VCs) inevitably incurs the
cost of V/2 DS-EBs at the output of each RapidLink node,
and V/2 DS-EBs for each stage of a pipelined inter-router link
(if link pipelining is required). However, the cost of a DS-EB
is quite low, since its design is latch-based. Thus, the cost of
the multiple DS-EBs needed to support multiple VCs is by no
means prohibitive. In fact, it will be shown in Section IV-B
that the hardware cost of a RapidLink NoC supporting 4 VCs
in the presence of long pipelined links is lower than that of
existing state-of-the-art NoC architectures.

III. SINGLE-STREAM RAPIDLINK

The baseline RapidLink architecture supports, by con-
struction, the transfers of two independent data streams on
the NoC links. In most systems, supporting two indepen-
dent data streams is a necessity, since the system oper-
ation is based on a higher-level transaction protocol that
requires the use of separate message classes. These message
classes can range from simple request/response traffic to
ones encountered in more complex cache-coherence protocols.
However, if multiple message classes, or VCs, are not
required, we need to identify a way to enable RapidLink to
operate on a single message stream per network source, even if
it is inherently constructed to support two message streams per
source.

A. Concentrated RapidLink

Each network source of RapidLink, as shown in Fig. 7(a),
injects in the network two independent message flows that
are multiplexed inside RapidLink on opposite clock edges.
Equivalently, we can replace the two message flows of one
source with the traffic originating from two single-message-
flow sources. To achieve this, we connect to the input
of an SDR2DDR bridge two network sources, as shown
in Fig. 9(a). This network-source merging in the SDR2DDR
bridges is equivalent to network concentration [27], where two
source/sink nodes of the original network are mapped to a
single RapidLink node.

In this way, by time-multiplexing the two concentrated flows
on DDR links, the network diameter is effectively reduced,
without any implementation overhead, since neither the router
population, nor the router radix are increased. An example of
the method’s applicability is presented in Fig. 9(c) in a 4×4
2D mesh serving 16 Processing Elements (PEs; e.g., CPUs),
with each one connected to the network through a single
in/ejection port. In a concentrated RapidLink (right-hand side
of Fig. 9(c)), each vertical pair of nodes is merged into one
that operates in DDR mode. This leads to a “folding” of the
original single-data-rate 4×4 2D mesh onto a 2×4 mesh with
DDR links.

Equivalently, at the ejection points, shown in Fig. 9(b),
the DDR RapidLink stream is split in two flows using the
DDR2SDR bridge. Since we cannot guarantee that the two
split flows are not destined to the same output, an extra
arbitration and switching stage is employed prior to ejection,

Fig. 9. (a) The injection and (b) ejection network interfaces that allow two
single-stream sources and sinks to be attached to a concentrated RapidLink
node. (c) A 4×4 2D mesh (left) is folded onto a 2×4 mesh (right)
with DDR links, implemented with 5-port RapidLink routers, where each
sub-router serves two Processing Elements (PEs).

Fig. 10. (a) The organization of a RapidLink node that employs master
and slave sub-routers operating in lockstep mode. The organization of the
(b) injection and (c) ejection interfaces that split the packets of a single stream
to two independently flow-controlled streams driven on opposite clock edges.

in order to guarantee that only one stream can have access to
each of the two connected sink points.

B. Lockstep-Mode RapidLink

Instead of merging two single-stream network sources
to produce the dual DDR stream required by the baseline
RapidLink (as described in the previous sub-section), we can
produce the two streams by splitting the packets of a single-
stream in half. In this configuration, flits entering the network
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are split in two, and the two halves (of W/2 bits each) are
injected in consecutive opposite clock edges into the two
narrower sub-networks.

This organization is shown in Fig. 10. The two halves of the
same packet travel “tied” together, appearing on the DDR links
one after the other on consecutive (alternating) clock levels.
To achieve this, the two sub-routers make sure that only one of
the two halves is competing with other flows, arbitrating and
allocating resources; the other one, always follows. To achieve
this behavior, the two sub-routers are not treated equally. The
“master” sub-router preserves the original switch architecture,
including routing and allocation logic, and is responsible to
perform arbitration among contending flows. The “slave” sub-
router operates in lockstep mode with the master, and routes
flits in exactly the same way as the master, by blindly copying
its arbitration decisions. The switch configuration is transferred
to the slave through a re-timing stage. In this way, a whole
cycle is provided to the full-fledged router (the master), while
a half-cycle path is enforced to the slave router, which only
involves simpler multiplexing circuits.

The master and slave sub-routers must be set to alternating
clock edges on consecutive nodes, so that the pre-pending flit
always appears first on each node. Interfacing with the network
requires re-wiring the W -bit input of the packet sources to the
two W/2-bit streams (on injection) and back (on ejection),
as shown in Figs. 10(b) and (c), respectively. Note that the
injection wiring must make sure that the half containing the
header (e.g., flit type, destination, etc.) “rides” the clock
phase that will follow the master sub-network. Between the
source and the SDR2DDR bridge, extra control logic (“fork”)
is inserted in the flow control signals, to make sure that
both flit halves are injected simultaneously, without any idle
cycles in-between. At the ejection points, similar logic (“join”)
guarantees that the valid signal towards the sink is only
asserted when both W/2-wide outputs are valid.

IV. EVALUATION

In this section, we evaluate the performance of RapidLink
and compare it under different topologies, in terms of network
performance and hardware complexity, with state-of-the-art
NoC architectures. In order to contain the number of possible
configurations, we follow the design presented in the Scorpio
chip [8]. Scorpio follows a tile-based chip floor-plan, as the
one shown in Fig. 1, with a tile size of approximately 2×2 mm.
Scorpio was built at 45 nm technology, which matches the
technology library we have available for our implementation.
The CMP consists of 64 tiles (nodes), the NoC is required to
support 4 VCs, and the link width is set to 64 bits.

All designs were implemented in SystemVerilog. Latency
and throughput measurements were derived from cycle-
accurate network simulations, while the hardware cost eval-
uation is conducted after synthesizing the RTL models using
a commercial 45 nm standard-cell library under worst-case
conditions (0.8 V, 125oC), and performing placement-and-
routing of the resulting designs using the Cadence digital
implementation flow.

The networking performance evaluation involves four syn-
thetic traffic patterns: Uniform Random (UR), non-uniform

Localized (LC) traffic, and two versions of permutation traf-
fic: Bit-Complement (BC) and transpose (TS) traffic pat-
terns. Under UR traffic, every node sends its packets to all
other nodes of the network with equal probability. For LC
traffic, we assume that 75% of the overall traffic is local
(i.e., the destination is one hop away from the source), while
the remaining 25% of the overall traffic is uniform-randomly
distributed to the non-local nodes. The injected traffic consists
of two types of packets to mimic realistic system scenarios:
50% of the packets are 1-flit short packets (just like request
packets in a CMP), and 50% longer 5-flit packets (just like
response packets carrying a cache line).

In addition to using purely synthetic traffic patterns, we also
employ traffic patterns that are derived from real application
workloads. Specifically, we employ the hot-spot traffic model
from [28], which synthesizes traffic that closely resembles
the traffic behavior of PARSEC application benchmarks [29]
running on a CMP. Under this PARSEC-derived Hot-Spot (HS)
traffic pattern, 20% of the nodes receive 50× more traffic
than the rest, while the remaining injected traffic is uniformly
distributed to all other destinations. In order to mimic the
behavior of real applications, the first two VCs (out of the
4 total VCs per input port) receive 77% of the traffic while
the other two get 22% and 1% of the injected traffic, respec-
tively [28]. Packet distribution is skewed, with 1- and 5-flit
packets being 70% and 30% of the total packets injected,
respectively.

For power measurements of the NoCs under comparison,
we guaranteed that each architecture is driven by the same
arriving packet sequence (uniform random traffic of 1-flit and
5-flit packets) under the same injection load. The power analy-
sis is reported after taking into account all layout parasitics,
while the switching activity has been computed using delay-
accurate simulations of the derived logic-level netlists. The
payload of each packet was produced using a uniform random
generator, and the average data switching activity observed in
all cases was 15%.

A. Networks With Medium-Length Inter-Router Links
In the first set of experiments, we assume that the 64 tiles

of the CMP are connected using an 8×8 2D mesh network
supporting XY routing; in this case the NoC links follow
exactly the tile size, and they are 2 mm long.

RapidLink is compared with three state-of-the-art architec-
tures, each one having different characteristics, thereby cover-
ing all the design space of possible NoC architectures. Table I
summarizes the key hardware attributes of all architectures
under evaluation.

The first design used in the comparisons corresponds to a
NoC that employs single-cycle (“SC”) 4-VC routers employ-
ing combined allocation [19], [30] and full-cycle link tra-
versals. In this case, the router’s delay limits the operating
frequency of the NoC, which can operate at a frequency
of 1.1 GHz, as shown in Table I. The single-cycle router uses
3 buffer slots/VC, as needed to cover the credit Round-Trip
Time (RTT) in single-cycle routers with full-cycle links.

The second design – that aims at higher throughput by ele-
vating the clock frequency – is an optimized 3-stage pipelined
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TABLE I

HARDWARE CHARACTERISTICS OF ALL ARCHITECTURES UNDER EVALUATION FOR
A 64-NODE CMP USING MEDIUM-LENGTH LINKS IN AN 8×8 2D MESH NoC

implementation [6] (“Pipe”), where each flit spends 3 cycles
traversing a router, and 1 cycle on the link. In this case,
the NoC can operate at 1.9 GHz, and is, again, limited by
the router’s critical path and not the 2 mm NoC links. The
pipelined implementation of the NoC routers increases the
RTT across two nodes, and, thus, each router is obligated to
have 5 buffer slots/VC, in order not to limit the link-level
transmission throughput.

The last evaluated design matches exactly the design
used in the Scorpio chip [8]. It uses 3-stage pipelined
routers that employ a fine-grained pipeline-bypassing mecha-
nism (“Bypass”). When flits do not experience any contention
inside the router, they can bypass the corresponding pipeline
stages and move to their requested output port within a
single cycle. The departing flits then reach the downstream
routers after one additional cycle. On the contrary, when a
flit experiences contention within the router, it spends 3 full
cycles in the router, and one cycle on the link. This architecture
approximates the latency of a single-cycle router at low traffic
loads, and the high throughput of a pipelined design at high
traffic loads. The bypass paths increase the delay of the
allocation/multiplexing logic, and, therefore, the best operating
frequency for this design is 1.5 GHz. Again, in this case,
the RTT is increased, and the routers employ 5 buffer slots/VC.

Note that the clock frequencies reported in this paper corre-
spond to a low voltage of 0.8 V and roughly match the clock
frequency of ultra-fast, 3-stage commercial routers [7], [31]
when operated at 0.8 V.

For RapidLink, we evaluate two design options:
“RapidLink-Half-LT” assumes half-cycle link traversals,
while “RapidLink-Full-LT” assumes full-cycle link traversal
that is split in two half-cycle DDR segments using DS-EBs
in the middle of the link (as described in Section II-B).
In both cases, the NoC routers of RapidLink (two pairs
of 2-VC routers) are assumed to be single-cycle routers.
This is possible, since RapidLink with DDR links creates
two independent streams that can be interleaved on the link
using the opposite edges of the clock. This allows for DDR
operation on the links, while spending a full cycle in each
sub-router. Since router traversal costs 1 cycle, the RTT is
covered with 3 buffer slots/VC.

In RapidLink-Half-LT, the operating frequency of the NoC
is limited by the wire delay and not the NoC routers. From our
implementations, the repeated 2 mm wires impose a critical
path of roughly 500 ps when routed on metal 6, including the

Fig. 11. Latency vs. load curves for a 8 × 8 2D mesh NoC under UR, LC,
BC, and TS traffic patterns. (a) Uniform Random (UR). (b) Localized (LC).
(c) Bit-Complement (BC). (d) Transpose (TS).

overhead of the registers on the two sides of the link, and
an additional overhead due to the extra clocking uncertainty
imposed when operating on both edges of the clock. Thus,
in RapidLink-Half-LT, half a clock cycle cannot be less than
500ps which means that the NoC’s clock frequency cannot
exceed 1 GHz.

Conversely, in RapidLink-Full-LT, the wire delay is not
an issue, since it is distributed across the two half-cycle
pipeline stages of the link. In this case, the NoC’s operating
frequency is limited by the delay of the single-cycle routers.
Even if each sub-router of RapidLink serves only 2 VCs and
can run faster than the 1.1 GHz of the 4-VC single-cycle
routers, we pessimistically assume that RapidLink-Full-LT
also operates at 1.1 GHz to account for any additional clock
uncertainty, due to the dual-edge clock operation of the elastic
buffers.

The DDR link operation is expected to offer higher
saturation throughput, with a minimal overhead in zero-load
latency, relative to the fast pipelined NoC implementations.
This behavior is, indeed, verified by the network performance
results shown in Fig. 11. RapidLink configurations
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TABLE II

HARDWARE CHARACTERISTICS OF ALL ARCHITECTURES UNDER EVALUATION FOR
A 64-NODE CMP USING LONG LINKS IN A 4×4 2D CONCENTRATED MESH NoC

Fig. 12. Latency vs. load curves for a 8 × 8 2D mesh NoC under
PARSEC-derived Hot-Spot (HS) traffic patterns.

achieve 31%, on average, increase in the NoC’s saturation
throughput under UR, BC, and TS traffic. More importantly,
RapidLink variants offer higher throughput than the fast
pipelined NoC router implementations. Even if those designs
operate at a much higher clock frequency, their throughput
is limited by their inherent speculative operation in terms
of allocation, i.e., as a flit moves deeper in the pipeline,
it may have to repeat previous stages if it loses in arbitration.
Single-cycle and RapidLink designs do not have such
problems, since their single-cycle operation is inherently
non-speculative. In the case of LC traffic, network contention
is very low, which favors the very fast 3-stage pipelined
implementations.

In all examined scenarios, the Scorpio-based
design (“Bypass”) offers the lowest zero-load latency,
since it effectively combines the benefits of a single-cycle
design and the speed of a pipelined organization. The latency
of RapidLink follows the same trend as the latency of the
other designs that lead to higher throughput implementations.

Similar conclusions are drawn in the case of HS traffic
as depicted in Fig. 12. In this scenario, RapidLink-Full-LT
offers the highest saturation throughput, which is 14% higher
than the saturation throughput of the second-best architecture,
i.e., the 3-stage pipelined design (“Pipe”), and 43% higher
than “Bypass,” which, again, exhibits the lowest zero-load
latency.

The significant throughput increase offered by RapidLink
is achieved without dedicating more resources to the NoC
than the baseline NoC with full-cycle and single-data-rate

links (neither within the routers, nor on the links). Table I
reports the layout area occupied by a complete NoC, for
all designs under comparison. The area of RapidLink also
includes any bridge modules put in front of the network
interfaces, as well as the DS-EBs put on the links in the case of
RapidLink-Full-LT. RapidLink – that is built using 2 routers
of 2-VCs each – and the 4-VC single-cycle designs require
the least area, due to their simplified buffering and allocation
logic.

As far as the power is concerned, which is com-
puted assuming an injection load of 0.15 flits/ns/node for
all designs, both RapidLink variants consume substantially
lower power than the 3-stage pipelined (“Pipe”) and the
Scorpio-based (“Bypass”) designs. Specifically, the power
savings of RapidLink – compared to these two designs – range
from 44% to 53%. Compared to the single-cycle (“SC”) 4-VC
baseline, RapidLink saves 16% to 21% in power consump-
tion. Increasing the injection load would also proportionally
increase the observed power consumption.

B. Networks With Long Inter-Router Links

The effectiveness of RapidLink in increasing the NoC’s
throughput in a power-efficient manner is also observed when
the NoC adopts higher-radix topologies. We experimented with
the same 64-node system shown in Fig. 1, but, instead on rely-
ing on an 8×8 2D mesh for connecting the tiles, we employed
a 4×4 high-radix 2D mesh architecture. In this case, each
4-VC router is placed in the middle of 4 tiles (cores) and
connects directly to all of them. The concentration of 4 tiles to
a single router leads to a NoC router with 8 input/output ports
and long 64-bit NoC links that are 4 mm long. This increased
link length causes an equivalent increase in the delay of the
repeated wires, which now reaches 1050 ps. With this wire
delay, all architectures under comparison need some of form
of link pipelining, in order for the wires not to limit the NoC’s
clock frequency.

The derived clock frequencies and link latencies for all
designs are shown in Table II. The clock frequency of every
design is inevitably reduced relative to the low-radix 2D
mesh (Table I), due to the increased number of input/output
ports in each higher radix router, which increases the logic
depth of arbitration and the multiplexing circuitry inside the
router.

For RapidLink, we only consider the RapidLink-Full-LT
configuration, which can pipeline the link using the
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TABLE III

HARDWARE CHARACTERISTICS OF ALL ARCHITECTURES UNDER EVALUATION FOR A 64-NODE CMP WITH SINGLE-STREAM WORMHOLE ROUTERS

Fig. 13. Latency vs. load curves for a 4×4 concentrated 2D mesh of 64 nodes
under UR and HS traffic. (a) Uniform Random (UR). (d) Hot-Spot (HS).

DS-EB structures described in Section II-B. Under this con-
figuration with long 4 mm links, RapidLink-Full-LT requires
3 pipeline stages of DS-EBs (i.e., 3 half cycles) on the
link. As in the low-radix NoCs, even if RapidLink-Full-LT
routers (two 2-VC 8-port sub-routers per node) are faster
than the 4-VC 8-port single-cycle routers, we assume that
both operate at the same clock frequency to account for the
extra clocking uncertainty arising from the dual-clock-edge
operation.

RapidLink-Half-LT requires half-cycle link traversal which,
for a 4 mm link, means that the NoC routers should operate
below 500 MHz. Even if this configuration is acceptable for
low-cost systems [32], it is not appropriate when comparing
fast NoC designs, as done in this case.

The networking performance results, which are shown
in Fig. 13, include UR and HS traffic. Permutation traffic
patterns show exactly the same trend as in the case of low-
radix NoC, while LC traffic is not interesting in this case
(all architectures under comparison behave equivalently), since
the majority of the traffic is produced and consumed within
each router without ever using the NoC’s links, due to the
concentration of 4 local cores per router. In both reported
scenarios, RapidLink-Full-LT offers the highest saturation
throughput, while its zero-load latency is relatively close to the
zero-load latency of the “Bypass” design. RapidLink-Full-LT,
irrespective of its lower clock frequency, achieves 35% higher
saturation throughput, on average, relative to all designs under
comparison.

Again this benefit comes at a minimal hardware cost.
As shown in Table II, the area of RapidLink is significantly
lower than the pipelined designs, and it is slightly higher than
the “SC” configuration. The same trend is followed regarding
the average power consumption. In this case, the average
power shown in Table II was measured for UR traffic at an
injection load of 0.15 flits/ns/node, i.e., a throughput that is
below saturation for all designs. The RapidLink architecture

offers the best power profile, consuming 36% and 34% less
power than “Pipe” and “Bypass” designs, respectively, and
7% less power than the “SC” design. The link power of all
designs is increased, due to the longer links and the pipeline
registers (or the DS-EBs, in the case of RapidLink) added on
the link to enable higher clock frequencies.

C. Single-Stream Networks

As a final step, we compare the performance and hardware
complexity of single-stream RapidLink configurations
(as described in Section III) versus a simple wormhole
network that supports – by default – single-stream sources.
In these experiments, we, again, assume the same 64-node
CMP following the floorplan of the Scorpio chip [8] at
45 nm with 64-bit links. Specifically, we evaluate a baseline
wormhole network, a concentrated RapidLink (Section III-A),
and a RapidLink NoC with routers operating in lockstep
mode (Section III-B).

In the case of the baseline wormhole network (“Base”) and
the lockstep-mode RapidLink NoC (“RapidLink-Lockstep”),
the NoC’s topology is an 8×8 2D mesh with 2 mm links.
Wormhole routers are simpler designs that can achieve higher
clock frequencies. In our case, the baseline wormhole NoC
can operate at 1.67 GHz, limited by the speed of the router;
a flit spends one cycle inside the router and one full cycle
on the links. Lockstep-mode RapidLink routers can operate at
the same clock frequency. However, the dual-clock operation
imposes an additional clock uncertainty. Therefore, we assume
a degraded operating frequency of 1.51 GHz, which approx-
imately corresponds to a 10% additional clock uncertainty.
At this clock speed, a half-cycle link traversal of a 2 mm wire
is not possible. Thus, RapidLink-Lockstep employs full-cycle
link traversals (2 half cycles), through pipelining with DS-EBs.

The concentrated RapidLink (“RapidLink-Concentrated”)
merges two single-stream sources in one DDR stream through
network concentration. This 2-way concentration inevitably
creates an unbalance in the NoC’s topology, which becomes
an 8×4 2D mesh. In this case, the links in one dimension are
2 mm long, while, in the other dimension, they are 4 mm long.
The concentration in this case does not increase the radix of the
NoC routers that can still operate safely at 1.51 GHz; stream
multiplexing occurs outside the NoC using appropriate bridge
modules as the one shown in Figs. 9(a) and (b). In order not to
let the link delay limit the NoC’s clock frequency of 1.51 GHz,
we split the 2 mm links in two half-cycle pipeline stages, and
the 4 mm links in four half-cycle pipeline stages, which suffice
to cover the 500 ps and 1050 ps delays of the corresponding
links, respectively.
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Fig. 14. Latency vs. load curves for single-stream networks (i.e., with no
VCs) under UR, LC, BC, and TS traffic patterns. (a) Uniform Random (UR).
(b) Localized (LC) (c) Bit-Complement (BC). (d) Transpose (TS).

The hardware characteristics of the single-stream
(wormhole) designs under evaluation are summarized
in Table III.

Figs. 14(a)–(d) depict the latencies imposed by each NoC
as a function of the node injection rate, for the four examined
synthetic traffic patterns. Application-derived HS traffic is
omitted here, since it refers to NoCs with VCs. Single-stream
synthetic HS traffic was also tested and the results follow the
same trend as the other synthetic traffic patterns. In all cases,
the two RapidLink alternatives achieve the highest throughput:
The concentrated architecture excels in UR, BC, and TS
traffic, while the lockstep-mode alternative in LC traffic. The
throughput increase achieved by RapidLink ranges between
5% and 26% when compared to “Base”, even if RapidLink
NoCs are assumed to operate at a lower clock frequency for
higher safety with respect to on-chip variations and clock jitter.
This lower clock frequency, and the slightly increased latency
in the network interfaces of RapidLink, are the two main
reasons for the better zero-load latency of “Base,” relative to
RapidLink architectures.

The areas of the two single-stream RapidLink alterna-
tives (i.e., RapidLink-Concentrated and RapidLink-Lockstep)
and the baseline wormhole network are depicted in Table III.
For the two single-stream RapidLink configurations, the area
numbers also include the area of the bridge modules at
the network interfaces, and the area of the DS-EBs placed
on the links. The reported area analysis indicates that both
RapidLink configurations require the least area. RapidLink-
Concentrated and RapidLink-Lockstep are 12% and 8%
smaller – in terms of occupied area – than the baseline NoC,
respectively.

The same trend is observed when considering the aver-
age power consumption of all designs under comparison,

except that the savings reaped by RapidLink are even
higher. As reported in Table III, RapidLink-Concentrated and
RapidLink-Lockstep consume 31% and 26% less power than
the baseline NoC, respectively.

Hence, if one takes into account the high network
performance and the low area/power consumption of
RapidLink-Concentrated, one can safely conclude that it is the
best overall architecture for single-stream networks. However,
the RapidLink-LockStep design also emerges as the best
performer – in terms of throughput – under localized traffic.
Thus, if a designer knows in advance that the system will be
dominated by localized traffic (e.g., in an application-specific
embedded SoC), then RapidLink-LockStep would offer the
best performance at a low hardware cost.

V. CONCLUSIONS

The asymmetry between the NoC’s intra- and inter-router
delays has been exploited in many forms in the past, primarily
aiming to allow flits to traverse longer distances within a single
clock cycle. NoCs with high-radix routers constitute such an
example; they allow flits to reach their destinations using
fewer hops, albeit through the use of longer links and fairly
complex routers. The increased number of ports complicates
allocation and switching logic, and requires custom design
to achieve acceptable operating frequencies. The design of
high-radix networks typically leads to complicated layouts
and wire-routing congestion, which also necessitate custom
design effort. Additionally, high-radix NoCs incur higher
latencies and power consumption when handling local traffic
(e.g., near-neighbor), because of unnecessary data movement
over longer distances.

Other alternatives employ single-cycle multi-hop link tra-
versal by relying on complicated flow control rules and
router bypassing to cross multiple hops “asynchronously”
in one cycle. Once again, this philosophy does not offer a
true benefit under localized traffic, which involves packets
traversing one, or at most two, hops and requires significant
redesign both at the micro-architectural and physical design
levels.

In both above-mentioned philosophies, fast wire traversal
is achieved assuming tile-based homogeneous systems that
are characterized by a regularity in their physical layout.
When longer links exist in the NoC, link pipelining should
be adopted, which ruins the main property of delivering flits
over a long distance in a single clock cycle.

On the other hand, the proposed RapidLink NoC archi-
tecture complements previous state-of-the-art proposals by
following a distinct and more scalable design path, which
improves network performance without increasing design cost.
RapidLink is minimally intrusive to both the router’s micro
architecture and the flow-control policies, and it can be
applied to any low- or medium-radix topology. RapidLink
does not lose the benefits of local connectivity, and by using
the proposed DDR dual-stream elastic buffers, one can split
even longer links into multiple half-cycle DDR segments.
RapidLink can be equally applied to single- or multiple-
VC NoC configurations, while still offering significant net-
work performance improvements and without increasing the
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hardware cost. Furthermore, RapidLink is shown to outper-
form fast state-of-the-art pipelined router organizations that
also include fine-grained pipeline-stage-bypassing capabilities.
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